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Executive Summary
MITRE ATT&CK1 is an open framework and knowledge base of 
adversary tactics and techniques based on real-world obser-
vations . ATT&CK provides a common taxonomy of the tactical 
objectives of adversaries and their methods . Having a taxonomy 
by itself has many valuable uses, such as providing a common 
vocabulary for exchanging information with others in the security 
community . But it also serves as a real technical framework for 
classifying your current detection efforts and identifying gaps 
where you are blind to certain types of attack behaviors .

This paper will introduce you to ATT&CK and related tools  
and resources based on ATT&CK . Then it will discuss how to make 
practical use of ATT&CK with a focus on threat hunting  
and detection .

1.  This paper includes portions of the MITRE ATT&CK work. © 2018 The MITRE Corporation. This work is reproduced and distributed with the permission of The MITRE Corporation.  
Most uses of italics in this document indicate an excerpt from ATT&CK.

LogRhythm Labs is a 
dedicated team within 
LogRhythm that delivers 
security research, analytics, 
and threat intelligence 
services to protect your 
security operations center 
and your organization from 
damaging cyberthreats . 
The LogRhythm Labs team 
continually creates content 
based in research to help you 
detect and respond to threats 
and risks by combining 
actionable intelligence with 
advanced analytics .

3   Executive Summary  |
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Understanding MITRE ATT&CK
In this section, we’ll introduce you to ATT&CK’s 
structure, comprising tactics, techniques, 
examples, mitigation, and detection .

Using MITRE ATT&CK
After a quick overview of the wide range of 
ATT&CK uses cases, we’ll zero in on using 
ATT&CK to: 

• perform a gap analysis of the malicious 
behavior you are currently monitoring for

• enhance your threat detection and  
hunting efforts

• test your detection rules to provide assur-
ance that you are alerted as intended

ATT&CK is a normalized, structured approach to clas-
sifying and describing the methods adversaries use 
to attack systems . ATT&CK starts out high level and 
provides a solid framework of concepts and relation-
ships for understanding attack methods . But ATT&CK 
goes beyond the theoretical with highly detailed and 
constantly updated technical information that can be 
applied in many different use cases . ATT&CK describes 
each method and provides suggested ways to both 
mitigate and detect the threat .

Threat Detection and Hunting 
with Five Common Techniques
In the closing section, we will look at five 
specific techniques from ATT&CK that were 
selected based on prevalence and other criteria 
that make them especially applicable to threat 
hunting and detection . We’ll explore each one 
of these techniques in-depth, highlighting how 
the attackers use them and how you can detect 
them . We will discuss which logs you need to 
collect, what audit policy you need to enable, 
and what you need to look for in those logs . 
You will see how LogRhythm Labs has built 
detection logic for these techniques into the 
LogRhythm NextGen SIEM Platform .
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Tactics

The highest level of organization in ATT&CK 
is Tactics . The strategic goal of an attacker 
may be to extort ransom, steal information, 
or simply destroy an organization’s IT envi-
ronment . But attackers must reach a series 
of incremental, short-term objectives to 
achieve their ultimate, strategic goal . Most 
attacks begin with trying to gain Initial Access 
(TA0001) . Then other fundamental tactics, 
including Execution (TA0002) and Persistence 
(TA0003), are usually necessary intermediate 
goals no matter the end goal of the attack . An 
attacker trying to steal information will need 
to accomplish Collection (TA0009) and finally 

Understanding 
MITRE ATT&CK™

Exfiltration (TA0010) . Attackers may engage 
many other tactics in order to reach their goal, 
such as hopping from system to system or 
account to account through Lateral Movement 
(TA0008) or attempting to hide from your 
monitoring through Defense Evasion (TA005) . 

It’s important to understand though that 
tactics are a classification and description of 
short-term intent . Tactics describe what the 
attacker is trying to do at any given phase of 
the attack — not how they are specifically going 
about it . 

The table on the following page explains the 
tactics that currently comprise ATT&CK .



ID NAME DESCRIPTION

TA0001 Initial 
Access

The initial access tactic represents the vectors adversaries use to gain an initial foothold within a network .

TA0002 Execution The execution tactic represents techniques that result in execution of adversary-controlled code on a local 
or remote system . This tactic is often used in conjunction with initial access as the means of executing code 
once access is obtained, and lateral movement to expand access to remote systems on a network .

TA0003 Persistence Persistence is any access, action, or configuration change to a system that gives an adversary a persistent 
presence on that system . Adversaries will often need to maintain access to systems through interruptions 
such as system restarts, loss of credentials, or other failures that would require a remote access tool to 
restart or alternate backdoor for them to regain access .

TA0004 Privilege  
Escalation

Privilege escalation is the result of actions that allows an adversary to obtain a higher level of permissions 
on a system or network . Certain tools or actions require a higher level of privilege to work and are likely 
necessary at many points throughout an operation . Adversaries can enter a system with unprivileged 
access and must take advantage of a system weakness to obtain local administrator or SYSTEM/root level 
privileges . A user account with administrator-like access can also be used . User accounts with permissions 
to access specific systems or perform specific functions necessary for adversaries to achieve their objective 
may also be considered an escalation of privilege .

TA0005 Defense  
Evasion

Defense evasion consists of techniques an adversary may use to evade detection or avoid other defenses . 
Sometimes these actions are the same as or variations of techniques in other categories that have the 
added benefit of subverting a particular defense or mitigation . Defense evasion may be considered a set of 
attributes the adversary applies to all other phases of the operation .

TA0006 Credential  
Access

Credential access represents techniques resulting in access to or control over system, domain, or service 
credentials that are used within an enterprise environment . Adversaries will likely attempt to obtain 
legitimate credentials from users or administrator accounts (local system administrator or domain users 
with administrator access) to use within the network . This allows the adversary to assume the identity 
of the account, with all of that account’s permissions on the system and network, and makes it harder 
for defenders to detect the adversary . With sufficient access within a network, an adversary can create 
accounts for later use within the environment .

TA0007 Discovery Discovery consists of techniques that allow the adversary to gain knowledge about the system and internal 
network . When adversaries gain access to a new system, they must orient themselves to what they now 
have control of and what benefits operating from that system give to their current objective or overall goals 
during the intrusion . The operating system provides many native tools that aid in this post-compromise 
information-gathering phase .

TA0008 Lateral  
Movement

Lateral movement consists of techniques that enable an adversary to access and control remote systems 
on a network and could, but does not necessarily, include execution of tools on remote systems . The lateral 
movement techniques could allow an adversary to gather information from a system without needing 
additional tools, such as a remote access tool .

TA0009 Collection Collection consists of techniques used to identify and gather information, such as sensitive files, from a 
target network prior to exfiltration . This category also covers locations on a system or network where the 
adversary may look for information to exfiltrate .

TA0010 Exfiltration Exfiltration refers to techniques and attributes that result or aid in the adversary removing files and 
information from a target network . This category also covers locations on a system or network where the 
adversary may look for information to exfiltrate .

TA0011 Command  
and Control

The command and control tactic represents how adversaries communicate with systems under their control 
within a target network . There are many ways an adversary can establish command and control with various 
levels of covertness, depending on system configuration and network topology . Due to the wide degree 
of variation available to the adversary at the network level, only the most common factors were used to 
describe the differences in command and control . There are still a great many specific techniques within 
the documented methods, largely due to how easy it is to define new protocols and use existing, legitimate 
protocols and network services for communication .

TA0040 Impact The Impact tactic represents techniques whose primary objective directly reduces the availability  
or integrity of a system, service, or network; including manipulation of data to impact a business or  
operational process . These techniques may represent an adversary’s end goal, or provide cover for a  
breach of confidentiality .

Table 1. MITRE ATT&CK Tactics

https://attack.mitre.org/tactics/TA0001/
https://attack.mitre.org/tactics/TA0001/
https://attack.mitre.org/tactics/TA0002/
https://attack.mitre.org/tactics/TA0003/
https://attack.mitre.org/tactics/TA0004/
https://attack.mitre.org/tactics/TA0004/
https://attack.mitre.org/tactics/TA0005/
https://attack.mitre.org/tactics/TA0005/
https://attack.mitre.org/tactics/TA0006/
https://attack.mitre.org/tactics/TA0006/
https://attack.mitre.org/tactics/TA0007/
https://attack.mitre.org/tactics/TA0008/
https://attack.mitre.org/tactics/TA0008/
https://attack.mitre.org/tactics/TA0009/
https://attack.mitre.org/tactics/TA0010/
https://attack.mitre.org/tactics/TA0011/
https://attack.mitre.org/tactics/TA0011/
https://attack.mitre.org/tactics/TA0040/
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Techniques
While tactics specify what the attacker is trying to do, techniques describe 
the various technical ways attackers have developed to employ a given 
tactic . For instance, attackers usually want to maintain their presence 
in your network over reboots or logon sessions . This is Tactic TA0003: 
Persistence . But you can achieve persistence many different ways . For 
instance, on Windows systems, you can leverage certain keys in the registry 
whose values are executed as system commands in connection with predict-
able events, such as system start or logon (which is the T1060 - Registry 
Run Keys/Startup Folder technique) . Or you can simply install your malicious 
program as a system service using technique T1050: New Service . Another 
technique is T1103: AppInit DLLs, which is a way of getting every process 
that loads user32 .dll to also load your malicious DLL . There are many more 
techniques, and others will be developed in the future, but they all revolve 
around giving the attacker persistent access to the victim’s system or 
network . Hence, they are all grouped under the same tactic . 

Some techniques help facilitate more than one tactic, and this is reflected 
in ATT&CK . For instance, T1050: New Service is listed under two tactics — 
Persistence and Privilege Escalation .

For each technique, ATT&CK lists the applicable platforms (e .g ., Windows, 
Linux), the permissions perquisite to exploiting the technique, sources of 
data for detecting the technique (e .g ., logs) and a cross-reference to any 
related attack patterns in CAPEC, which is a related catalog of common 
attack patterns focused on application security .

While tactics specify what the attacker is trying to 
do, techniques describe the various technical ways 
attackers have developed to employ a given tactic .

TACTICS

Persistence

TECHNIQUES

Registry Run Keys

New Service

AppInit DLLs

Understanding MITRE ATT&CKTM  |
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Examples
For each technique, ATT&CK provides examples of known 
cases where the technique is:

• used by a group (group is an ATT&CK-specific term 
described later in this section) in one or more attacks

• implemented by software (software is an ATT&CK-
specific term described later in this section)

For each example, documentary references are provided . 
These are often blog posts or threat alerts from various 
security analyst teams across the cybersecurity 
community . The value of these examples go beyond 
justifying the technique’s inclusion in ATT&CK . For 
instance, cybersecurity professionals can use them to 
learn how attackers operate and how they combine 
various techniques and tactics in a larger campaign .

Mitigation
For each technique, ATT&CK makes an effort to specify 
any preventive controls that can be brought to bear by 
defenders . Such mitigations aren’t practical for some 
techniques, and ATT&CK faithfully points this out . For 
instance, on T1055: Process Injection, the mitigation 
section in ATT&CK points out:

This type of attack technique cannot be easily mitigated 

with preventive controls since it is based on the abuse of 
operating system design features . For example, mitigating 
specific Windows API calls will likely have unintended 
side effects, such as preventing legitimate software (i .e ., 
security products) from operating properly . Efforts should 
be focused on preventing adversary tools from running 
earlier in the chain of activity and on identification of 
subsequent malicious behavior .2

2.  MITRE ATT&CK Process Injection, MITRE ATT&CK, 2018

MITRE defines “groups” as sets 
of related intrusion activity that 
are tracked by a common name 
in the security community .

Groups, MITRE ATT&CK
https://attack .mitre .org/groups/

MITRE defines “software” as 
a generic term for custom or 
commercial code, operating system 
utilities, open-source software, 
or other tools used to conduct 
behavior modeled in ATT&CK .

Software, MITRE ATT&CK
https://attack .mitre .org/software/

https://attack.mitre.org/techniques/T1055/
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Detection
Preventing attackers from using techniques is critical . Implementing  
detective controls is also important because 1) defense-in-depth requires 
layered defenses against any given threat (all eggs in one basket), and  
2) as mentioned earlier, you can’t prevent all techniques . Therefore, ATT&CK 
provides extensive guidance on how to detect the use of techniques by 
attackers with logs and other sources of security analytics at your disposal .

ATT&CK Stays Up to Date
Attackers and defenders constantly respond to each other, which means, 
on either side, what works today might not tomorrow . MITRE works with the 
community to keep ATT&CK up to date with the ever-changing threatscape . 
As just one example, an entirely new tactic, Impact, was recently added 
to ATT&CK . This tactic was timely, given the dramatic rise in destructive 
attacks — the most well-known being Not Petya . TA0040: Impact comprises 
14 different techniques whose primary objective directly reduces the avail-
ability or integrity of a system, service, or network; including manipulation 
of data to impact a business or operational process .3

TACTICS

Credential Access

PROCEDURES

Mimikatz

gsecdump

pwdumpx .exe

TECHNIQUES

Credential Dumping

Bash History

Credentials in Registry

Understanding MITRE ATT&CKTM  |

3. MITRE ATT&CK Impact, MITRE ATT&CK, 2018

https://attack.mitre.org/tactics/TA0040/
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ATT&CK is a versatile tool and can be used by 
all roles within the cybersecurity community . 
ATT&CK can make red teams more effective 
and ensure they are more closely emulating 
the methods of an actual adversary . ATT&CK 
provides blue teams a concise, comprehensive 
way to understand attackers and to assess 
their current controls and defense efforts to 
identity gaps . ATT&CK also delivers a standard-
ized way to compare the threat coverage of 
vendor products . 

But for the purposes of this paper, we will focus 
on the detective use cases for ATT&CK with a 
particular emphasis on SIEM technology .

Assess
There are so many threats . No organization is 
always up to date with detective controls for 
every adversary technique across their entire 
network . It’s a matter of constant prioritization . 
But where do you begin? Which tactics are 
we weakest on monitoring? And which ones 
are the biggest risk for your environment? 
Which techniques can be detected using the 

Using ATT&CK™

information and tools we have right now 
and perhaps should be given attention first? 
Which techniques lack practical preventive 
controls and therefore become more critical for 
detection? ATT&CK provides a structured and 
current method for answering these questions .

Enhance 
When you identify tactics or techniques where 
your organization needs better detection, 
ATT&CK provides the technical details to help 
you build automated monitoring rules or the 
basis for conducting threat hunts .

How do you prioritize threats 
to your organization? What can 
you address with the tools you 
have now? ATT&CK provides a 
structured and current method  
for answering these questions .
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Test
No technology or control should be assumed 
to be effective . If at all possible, all controls 
should be tested with using the most realistic 
activity possible . By mapping your detective 
controls to ATT&CK Techniques, you can 
then try performing those techniques in your 
environment to see if your SIEM and related 
security technologies detect the activity, alert 
and respond as desired .

In particular, Red Canary’s Atomic Red Team 
is a valuable tool for testing your detective 
controls with ATT&CK as the basis .

Red Canary maintains Atomic Red Team . It is 
described as “a library of simple tests that every 
security team can execute to test their defenses . 
Tests are focused, have few dependencies, and are 
defined in a structured format that can be used by 
automation frameworks .” Atomic Red Team provides 
an automated, scriptable way to test your SIEM’s 
ability to detect many of ATT&CK’s techniques . In 
the threat hunting scenarios below, we will feature 
applicable Atomic Red Teams tests .

MITRE and others in the cybersecurity community have built a variety of tools for leveraging 
ATT&CK . The ATT&CK knowledge base itself is accessible via:

• MITRE ATT&CK website:  
https://attack .mitre .org 

• ATT&CK Navigator web application: 
https://mitre-attack .github .io/attack- 
navigator/enterprise/  

This app allows you to navigate ATT&CK 
content in a more dynamic, powerful way 
than is possible with the more static attack .
mitre .org website . The GitHub repository for 
ATT&CK Navigator explains, “The principal 
feature of the Navigator is the ability for 
users to define layers — custom views of the 
ATT&CK knowledge base — e .g ., showing just 
those techniques for a particular platform 
or highlighting techniques a specific adver-
sary has been known to use . Layers can be 
created interactively within the Navigator 
or generated programmatically and then 
visualized via the Navigator .”

• Programmatically accessible formats of 
ATT&CK for automation: 
—  TAXII Server: Trusted Automated Exchange 

of Intelligence Information (TAXII™) is an 
application layer protocol for the commu-

nication of cyberthreat information in a 
simple and scalable manner .

—  STIX: Structured Threat Information 

Expression (STIX™) is a language and 

serialization format used to exchange 

cyberthreat intelligence (CTI) . You can find 

ATT&CK expressed in STIX 2 .0 format at 

https://raw .githubusercontent .com/mitre/

cti/master/enterprise-attack/enterprise- 

attack .json .

RESOURCES

https://attack.mitre.org/
https://mitre-attack.github.io/attack-navigator/enterprise/
https://mitre-attack.github.io/attack-navigator/enterprise/
https://raw.githubusercontent.com/mitre/cti/master/enterprise-attack/enterprise-attack.json
https://raw.githubusercontent.com/mitre/cti/master/enterprise-attack/enterprise-attack.json
https://raw.githubusercontent.com/mitre/cti/master/enterprise-attack/enterprise-attack.json
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ATT&CK Clients
The community has created tools for querying ATT&CK using 
TAXII and STIX, such as:

• PoSh_ATTCK: https://github .com/SadProcessor/SomeStuff

• ATTACK-Python-Client: https://github .com/Cyb3rWard0g/
ATTACK-Python-Client

• DIY (Python with Python-Stix2 library): https://github .
com/mitre/cti/blob/master/USAGE .md

In the preceding sections, we discussed the structure of ATT&CK 
and some of its tools and resources . In this section, we will focus 
on how to make practical use of ATT&CK for threat hunting and 
threat detection . 

The techniques we will focus on are T1036: Masquerading, T1090: 
Connection Proxy, T1048: Exfiltration Over Alternative Protocol, 
T1189: Drive-By Compromise, and T1035: Service Execution.

We selected these five ATT&CK techniques because:  

• of their prevalence in attacks 

• threat detection is particularly applicable to these techniques

• many organizations are already collecting the logs and 
information that match the data sources necessary to  
detect these techniques

Threat Detection and 
Hunting with Five 
Common Techniques

The LogRhythm MITRE ATT&CK 
Module provides prebuilt content 
mapped to ATT&CK for your 
LogRhythm NextGen SIEM Platform, 
including analytics, dashboard 
views, and threat hunting tools . 
This content enables you to detect 
adversaries and improve your 
security program as prescribed by 
the MITRE ATT&CK framework .

ATT&CK delivers actionable 
intelligence based on known 
adversary behavior modeled from 
specific threat observation . The 
LogRhythm MITRE ATT&CK Module 
applies this methodology to deliver 
immediate insight so your team can 
respond effectively and address 
gaps in your security visibility, 
operations, and infrastructure . 
Like all LogRhythm Labs-created 
modules, the MITRE ATT&CK Module 
is free for customers .

https://github.com/SadProcessor/SomeStuff
https://github.com/hunters-forge/ATTACK-Python-Client
https://github.com/hunters-forge/ATTACK-Python-Client
https://github.com/mitre/cti/blob/master/USAGE.md
https://github.com/mitre/cti/blob/master/USAGE.md
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IN THIS SECTION, WE WILL

• explore each one of these techniques in-depth, highlighting 
how the attackers use them and how you can detect them .

•  identify which logs you need to collect and what you need to 
look for in those logs .

•  point out relevant tests from Atomic Red Team that you 
can use to test your detection logic . You will also see how 
LogRhythm Labs has built detection logic for these tech-
niques into the LogRhythm SIEM . Some of these detection 
rules depend on Microsoft Sysmon .

Figure 1: PoSh_ATTCK query for ATT&CK techniques requiring Command Line parameters

 Threat Detection and Hunting with Five Common Techniques  |
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Masquerading (T1036)
Adversaries use Masquerading as a Defense 
Evasion: TA0005 tactic . ATT&CK states, 
“Defense evasion consists of techniques an 
adversary may use to evade detection or avoid 
other defenses . Sometimes these actions are 
the same as or variations of techniques in 
other categories that have the added benefit of 
subverting a particular defense or mitigation . 
Defense evasion may be considered a set of 
attributes the adversary applies to all other 
phases of the operation .”

Despite increasing efforts to “live off the land,” 
attackers still use malicious executables, and 
they know it’s important to hide them . Hiding 
applies not just to where they are stored on the 
file system but also how they appear in logs and 
process queries . ATT&CK describes masquer-
ading as “when the name or location of an 
executable, legitimate or malicious, is manipu-
lated or abused for the sake of evading defenses 
and observation . Several different variations of 
this technique have been observed .”4

ATT&CK describes several variations of 
masquerading, but Masquerading as Windows 
LSASS process is a great example where cmd .

exe is copied to c:\windows\system32\temp and 

renamed to lsass.exe . It’s then used to run arbi-
trary commands and executables, but in logs 
and process queries, it will look like the trusted 
processes Local Security Authority System 
Service showing up in logs as c:\windows\
system32\temp\lsass.exe which is very close to 
c:\Windows\System32\lsass.exe.

LogRhythm Labs implemented a rule to detect 
this variation of masquerading in Windows . 
First, you must generate a list of hashes of 
all the executables in the system root using a 
PowerShell script:

get-childitem c:\windows\system32 
-recurse|where {$_.extension -eq 
‘.exe’}|Get-FileHash -Algorithm md5|select 
hash|Out-File ‘.\hashes.txt’

That file is imported as list in LogRhythm . 
Then an AI Engine Rule looks for Microsoft 
Sysmon Event ID 1 – Process Creation where 
the executable’s hash is on the list but resides 
outside the system root . The hash list needs 
to be updated as Windows executables are 
patched . 

Figure 2: AI Engine looks for Microsoft Sysmon Event ID 1: Process Creation Figure 3: Importing the list in LogRhythm
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4. MITRE ATT&CK Masquerading, MITRE ATT&CK, 2018

https://github.com/redcanaryco/atomic-red-team/blob/master/atomics/T1036/T1036.md#atomic-test-1---masquerading-as-windows-lsass-process
https://github.com/redcanaryco/atomic-red-team/blob/master/atomics/T1036/T1036.md#atomic-test-1---masquerading-as-windows-lsass-process
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=90001
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=90001
https://attack.mitre.org/techniques/T1036/
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5.  MITRE ATT&CK Command & Control, MITRE ATT&CK, 2018   6.  MITRE ATT&CK Connection Proxy, MITRE ATT&CK, 2018  7. MITRE ATT&CK Command & Control, MITRE ATT&CK, 2018

Connection Proxy (T1090)
The next technique is used by attackers to facil-
itate the Command and Control Tactic (TA0011), 
which represents how adversaries communi-
cate with systems under their control within 
a target network . There are many ways an 
adversary can establish command and control 
with various levels of covertness, depending 
on system configuration and network topology . 
Due to the wide degree of variation available 
to the adversary at the network level, only the 
most common factors were used to describe 
the differences in command and control . There 
are still a great many specific techniques 
within the documented methods, largely due 
to how easy it is to define new protocols and 
use existing, legitimate protocols and network 
services for communication .5

Connection Proxy “is used to direct network 
traffic between systems or act as an interme-
diary for network communications . Many tools 
exist that enable traffic redirection through 
proxies or port redirection, including HTRAN, 
ZXProxy, and ZXPortMap .”

To detect Connection Proxy, ATT&CK recom-

mends “processes utilizing the network that do 
not normally have network communication or 
have never been seen before are suspicious .” 
Network activities disassociated from user-
driven actions from processes that normally 
require user direction are suspicious .6 

Analyze network data for uncommon data 
flows (e .g ., a client sending significantly more 
data than it receives from a server or between 
clients that should not or often do not commu-
nicate with one another) . Processes utilizing 

the network that do not normally have network 
communication or have never been seen before 
are suspicious . Analyze packet contents to 
detect communications that do not follow the 
expected protocol behavior for the port that is 
being used .7

LogRhythm Labs developed a rule that looks 
for connection proxy tools like HTRAN based on 
the network connections they open as recorded 
by Microsoft Sysmon Event ID 3 — Network 
Connection . It tests for the same process 
receiving a network connection internally and 
then initiating an outbound connection . Note 
that this rule depends on the entity structure 
being set up accurately so that the SIEM knows 
the directionality of the traffic .

Figure 4: AI Engine rule looks for connection proxy tools (e.g., HTRAN)

Figure 5:  Rule Block 2 of the AI Engine rule to detect the Connection  
Proxy technique

https://attack.mitre.org/tactics/TA0011/
https://attack.mitre.org/techniques/T1090/
https://attack.mitre.org/tactics/TA0011/
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=90003
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=90003
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Once an attacker obtains the desired infor-
mation, the attacker must get that data out 
of the victim’s network without being noticed . 
This is part of the Exfiltration Tactic (TA0010) 
and a common Technique is Exfiltration Over 
Alternative Protocol where the “exfiltration is 
performed with a different protocol from the 
main command and control protocol or channel . 
The data is likely to be sent to an alternate 
network location from the main command and 
control server . Alternate protocols include FTP, 
SMTP, HTTP/S, DNS, or some other network 
protocol . Different channels could include 
Internet Web services such as cloud storage .”8

To detect, ATT&CK suggests you “analyze 
network data for uncommon data flows (e .g ., 
a client sending significantly more data than 
it receives from a server) .” Atomic Red Team 
provides several tests for this Technique 
including Exfiltration Over Alternative 
Protocol — SSH, which attempts to send a  
large tarball to a specified domain name .

LogRhythm Labs built detection for this 
technique using a trend rule to first learn by 
observing data from LogRhythm NetMon which 
network applications (http, ftp, smtp, etc .) 
typically receive more traffic than they send . 
Then the rule triggers if these applications are 
sending more traffic than they receive .

Exfiltration Over Alternative Protocol (T1048)

Figure 7: Analysis of outbound vs inbound traffic volume for network applications
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Figure 6:  AI Engine detection rule for Exfiltration over Alternative 
Protocol technique

8.  MITRE ATT&CK Exfiltration Over Alternative Protocol, MITRE ATT&CK, 2018

https://github.com/redcanaryco/atomic-red-team/blob/master/atomics/T1048/T1048.md#atomic-test-1---exfiltration-over-alternative-protocol---ssh
https://github.com/redcanaryco/atomic-red-team/blob/master/atomics/T1048/T1048.md#atomic-test-1---exfiltration-over-alternative-protocol---ssh
https://attack.mitre.org/techniques/T1048/
https://attack.mitre.org/techniques/T1048/


Drive-By Compromise (T1189)
Before an attacker can do anything — establish 
persistence, move laterally, or steal informa-
tion — they must gain Initial Access (TA0001) . 
This tactic represents the vectors adversaries 
use to gain an initial foothold within a network . 
There are many such vectors . One technique 
is “Drive-By Compromise,” which is “when an 
adversary gains access to a system through a 
user visiting a website over the normal course 
of browsing . With this technique, the user’s web 
browser is targeted for exploitation .”9

ATT&CK’s detection guidance for this technique 
admits, “detecting compromise based on the 
drive-by exploit from a legitimate website 
may be difficult . Also look for behavior on the 
endpoint system that might indicate successful 
compromise, such as abnormal behavior 
of browser processes . This could include 
suspicious files written to disk, evidence of 
Process Injection for attempts to hide execu-
tion, evidence of Discovery, or other unusual 
network traffic that may indicate additional 
tools transferred to the system .”10

In this case, LogRhythm Labs built a rule 

to help provide context around a drive-by 
compromise once the malware has already 
been detected . The rule relies on detection of 
malware (via IDS or AV logs) and then attempts 
to correlate to a browser process saving a file 
to %temp% .

9. MITRE ATT&CK Drive-by Compromise, MITRE ATT&CK, 2018  10. IBID
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Figure 9:  Rule Block 2 of AI Engine detection rule for the Drive by Compromise 
attack technique

Figure 8:  Rule Block 1 of the AI Engine detection rule for the Drive by Compromise 
attack technique

https://attack.mitre.org/techniques/T1189/
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Service Execution (T1035)
Early on in most attacks, adversaries need to 
accomplish Execution (TA0002) . This tactic is 
a group techniques that result in execution of 
adversary-controlled code on a local or remote 
system . This tactic is often used in conjunction 
with initial access as the means of executing 
code once access is obtained, and lateral 
movement to expand access to remote systems 
on a network .

“Service execution” is a common technique 
in which the attacker uses Windows Service 
Control Manager as a way to execute their 
code . “Adversaries may execute a binary, 
command, or script via a method that interacts 
with Windows services, such as the Service 
Control Manager . This can be done by either 
creating a new service or modifying an existing 
service . This technique is the execution used 
in conjunction with New Service and Modify 
Existing Service during service persistence or 
privilege escalation .”11

For detection, ATT&CK suggests changes to 
service Registry entries and command-line 
invocation of tools capable of modifying 
services that do not correlate with known 
software, patch cycles, etc ., may be suspicious . 
If a service is used only to execute a binary or 
script and not to persist, then it will likely be 
changed back to its original form shortly after 
the service is restarted so the service is not left 
broken, as is the case with the common admin-
istrator tool PsExec .12

Atomic Red Team includes a test for this tech-
nique: Execute a Command as a Service .

This technique can be detected by enabling 
registry auditing of changes to the keys 
where services are defined (SYSTEM\
CurrentControlSet\Services) and then 
monitoring for Event ID 4657 (registry value 
modified) and especially where the affected 
value’s name is ImagePath . This event identifies 

11. MITRE ATT&CK Service Execution, MITRE ATT&CK, 2018  12. MITRE ATT&CK Execution, MITRE ATT&CK, 2018

Figure 10: Rule Block 1 of the AI Engine rule to detect the Service Execution technique

https://github.com/redcanaryco/atomic-red-team/blob/master/atomics/T1035/T1035.md#atomic-test-1---execute-a-command-as-a-service
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=4657
https://attack.mitre.org/techniques/T1035/
https://attack.mitre.org/tactics/TA0002/


the root activity of creating a new service or 
modifying an existing service, regardless of the 
method used . 

Other events that log when a service creation 
and service start are potentially useful as well if 
compared against a whitelist of known services . 
For instance, monitoring Security Log Event ID 
4697 indicates a new service has been created . 
You could also monitor process start events 
(4688) where the command line is similar to 
“sc start” or “sc create,” which indicates the 
sc command was used to create or start a 
service . However, these latter events are not 

comprehensive compared to Event ID 4657, 
because attackers could bypass “sc” such as  
by directly modifying the ImagePath registry 
value of an existing service or calling the 
Win32Api StartService . 

LogRhythm Labs built a ruleset for detecting 
Service Execution . This rule takes advantage 
of complex include filters to encompass criteria 
for different log source types . We are detecting 
service installation through registry modifi-
cation, through command-line invocation of a 
service and through Windows Events showing 
the installation of software via event id 7045 .

Figure 11: Rule Block 2 of the AI Engine rule to detect the Service Execution technique
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https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=4697
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=4697
https://www.ultimatewindowssecurity.com/securitylog/encyclopedia/event.aspx?eventid=4688


CONCLUSION

MITRE ATT&CK is a powerful way to classify  
and study adversary techniques and understand  
their intent .
ATT&CK can be used many different ways to improve cybersecurity efforts . This 
paper has focused on how you can use ATT&CK to enhance, analyze, and test 
your threat detection efforts .

The LogRhythm Labs team is dedicated to building ATT&CK into the LogRhythm 
NextGen SIEM Platform to ensure comprehensive, up-to-date, and verifiable 
threat detection .
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